Characterizing In-text Citations using N-gram Distributions
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Introduction

This article focuses on a Natural Language
Processing (NLP) approach for the analysis of
citation functions in scientific papers. Bibliometric
studies traditionally rely on citation metadata and
count the number of times a publication has been
cited. However, some recent studies rely also on
full text processing on papers, e.g. (Boyack et al,,
2013), (Bertin et al.,, 2013, 2014). The full text
content of papers and more specifically the
sentences containing citations provide valuable
information on the functions of citations that can be
exploited through NLP. To study citation acts, we
need to consider full text papers and their rhetorical
structure.

The main question that we want to answer here is
whether the most frequent citation patterns are
correlated to the rhetorical structure of scientific
papers. We investigate the properties of the
linguistic patterns that appear in citation contexts.
For this, we study the distribution of n-gram classes
containing verb forms, and we show the existence
of three different types of distributions according to
the rhetorical structure.

Method

By analyzing a large corpus of articles, we propose
a quantitative study of the linguistic patterns around
in-text citations. Some words or sets of words in n-
grams are more frequent than others (Cavnar &
Trenkle, 1994), and this idea is consistent with
Zipf's Law (Zipf, 1949). The difficulty is that the
calculation of n-grams in contexts results in a
combinatorial explosion. We propose several filters
to reduce the number of patterns.

The rhetorical structure of scientific papers is
typically organized around a standardized pattern,
known as the IMRaD structure (Introduction,
Methods, Results and Discussion). We identify the
four main section types of this structure by
analysing section titles. Then, we consider the set of
sentences containing citations and belonging to
each section type.
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We represent citation contexts by using sequences
of words of length n called n-grams where 2<n<=5.
In our approach we consider only n-grams within
sentence boundaries because sentences are natural
building blocks of the text. For each n-gram we
observe its frequencies in the four section types of
the IMRaD structure. For our study, we select only
the n-grams that contain at least one verb form. In
this way, the number of n-grams to process is much
smaller and we eliminate word patterns containing
only nominal groups like: “In this paper”, “the
present article”, “the result of” etc. for 3-grams.

Dataset

We performed an automatic analysis of the seven
peer-reviewed academic journals published in Open
Access by the Public Library of Science (PLOS).
The corpus contains about 85,660 research articles.
Most of the articles are in the biomedical domain,
but the corpus covers all fields of Human and
Natural Sciences, as the publisher’s main journal,
PLOS ONE, is multidisciplinary. Around 98% of
the articles in the corpus follow the IMRaD

structure, which is imposed by editorial
requirements.
Results

We select the most frequent verb forms in order to
construct n-gram classes from in-text citation
contexts. This data will be used to obtain a first
typology of the distribution of n-grams depending
on the rhetorical structure of articles.

The following figures present distributions of n-
grams classes for the IMRaD sections. We can
distinguish between three different type of classes,
and we give one example of each. The horizontal
axis presents the text progression of the section
from 0% to 100%. The vertical axis gives the
percentage of occurrences of each class relative to
its occurrences in citation contexts in the entire
article.
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Figure 1. Demonstrated.
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Figure 2. Observed.
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Discussion

Figure 1 shows the first class, which includes n-
grams containing the verb Demonstrated. These n-
grams appear with roughly equivalent frequencies
in the sections Results and Discussion, but, at the
same time the Methods section contains much
lower frequencies of these patterns.

Figure 2 shows the second class type, which
includes n-grams with the verb Observed. We can
observe another type of distribution, with relatively
very high frequencies in the Discussion section.
Figure 3 shows the distribution of n-grams with the
verb Described. We can observe that the structure
of the Methods section is unique, as the class
Described is present with a very high frequency in
this section and especially at the beginning of the
section. Moreover, Figures 1 and 2 show that on the
distributions for the other classes, the Methods
section contains relatively few occurrences. In other
words, the class Described is characteristic of the
Methods section, where it appears with very high
frequency, and it is very rare in all the other
sections. The Methods section displays very low
frequencies for all classes except Described.

104

These results imply that each section, depending on
its nature, authorizes more or less easily the usage
of specific patterns containing verbs. The Methods
section is rather closed in nature, where we find a
very small number of high frequency verbs. At the
same time, the Discussion section is open to
different forms and allows a larger number of
variations in terms of the linguistic means that
authors use in citation contexts.

Conclusion

The purpose of this study is to demonstrate the
existence of frequent n-gram patterns in citation
contexts and their strong relation with the rhetorical
structure of scientific articles. Studying the n-gram
classes containing verb forms, we show the
existence of three different types of distributions
according to the rhetorical structure. From our point
of view, the problem of the automatic annotation of
citation contexts is strongly related to identifying
significant surface patterns for the annotation
process.
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